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 Classification:   

 Predicts categorical class labels 

 Classifies data (constructs a model) based on the 
training set and the values (class labels) in a 
classifying attribute and uses it in classifying new data 

 Prediction:   

 models continuous-valued functions, i.e., predicts 
unknown or missing values  

 Typical Applications 

 Credit approval 

 Target marketing 

 Medical diagnosis 

 Treatment effectiveness analysis 

Classification vs. Prediction 



Data Mining: Concepts and Techniques 4 

Classification—A Two-Step Process  

 Model construction: describing a set of predetermined classes 

 Each tuple/sample is assumed to belong to a predefined class, 
as determined by the class label attribute 

 The set of tuples used for model construction: training set 

 The model is represented as classification rules, decision trees, 
or mathematical formulae 

 Model usage: for classifying future or unknown objects 

 Estimate accuracy of the model 

 The known label of test sample is compared with the 
classified result from the model 

 Accuracy rate is the percentage of test set samples that are 
correctly classified by the model 

 Test set is independent of training set, otherwise over-fitting 
will occur 
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Classification Process (1): Model Construction 

Training 

Data 

NAME RANK YEARS TENURED

Mike Assistant Prof 3 no

Mary Assistant Prof 7 yes

Bill Professor 2 yes

Jim Associate Prof 7 yes

Dave Assistant Prof 6 no

Anne Associate Prof 3 no

Classification 

Algorithms 

IF rank = ‘professor’ 

OR years > 6 

THEN tenured = ‘yes’  

Classifier 

(Model) 
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Classification Process (2): Use the Model in Prediction 

Classifier 

Testing 

Data 

NAME RANK YEARS TENURED

Tom Assistant Prof 2 no

Merlisa Associate Prof 7 no

George Professor 5 yes

Joseph Assistant Prof 7 yes

Unseen Data 

(Jeff, Professor, 4) 

Tenured? 
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Supervised vs. Unsupervised Learning 

 Supervised learning (Classification) 

 Supervision: The training data (observations, 

measurements, etc.) are accompanied by labels 

indicating the class of the observations 

 New data is classified based on the training set 

 Unsupervised learning (Clustering) 

 The class labels of training data is unknown 

 Given a set of measurements, observations, etc. with 

the aim of establishing the existence of classes or 

clusters in the data 
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Classification and Prediction 
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Issues regarding classification and 
prediction (1): Data Preparation 

 Data cleaning 

 Preprocess data in order to reduce noise and handle 

missing values 

 Relevance analysis (feature selection) 

 Remove the irrelevant or redundant attributes 

 Data transformation 

 Generalize and/or normalize data 
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Issues regarding classification and prediction 
(2): Evaluating Classification Methods 

 Predictive accuracy 
 Speed and scalability 

 time to construct the model 
 time to use the model 

 Robustness 
 handling noise and missing values 

 Scalability 
 efficiency in disk-resident databases  

 Interpretability:  
 understanding and insight provded by the model 

 Goodness of rules 
 decision tree size 
 compactness of classification rules 
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Chapter 7. Classification and 
Prediction 

 What is classification? What is prediction? 
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 Classification by decision tree induction 
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Classification by Decision Tree 
Induction 

 Decision tree  

 A flow-chart-like tree structure 

 Internal node denotes a test on an attribute 

 Branch represents an outcome of the test 

 Leaf nodes represent class labels or class distribution 

 Decision tree generation consists of two phases 

 Tree construction 

 At start, all the training examples are at the root 

 Partition examples recursively based on selected attributes 

 Tree pruning 

 Identify and remove branches that reflect noise or outliers 

 Use of decision tree: Classifying an unknown sample 

 Test the attribute values of the sample against the decision tree 



Decision Tree Example 

Data Mining: Concepts and Techniques 13 

Decision Tree for the diagnosis of cold and Flu 

For example, you may visit a doctor and your doctor may ask you to 
describe your symptoms. You respond by saying you have a stuffy nose. 
In trying to diagnose your condition the doctor may ask you further 
questions such as whether you are suffering from extreme exhaustion. 
Answering yes would suggest you have the flu, where as answering no 
would suggest you have a cold. This line of questioning is common to 
many decision making processes and can be shown visually as a decision 
tree, 
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Decision tree generated from a data set of cars 

Decision Tree Example 
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Decision Tree Example 



Reasons for using Decision Tree 

There are many reasons to use decision trees: 

 

 Easy to understand: Decision trees are widely used to explain how 

 decisions are reached based on multiple criteria. 

 Categorical and continuous variables: Decision trees can be 
generated using either categorical data or continuous data. 

 Complex relationships: A decision tree can partition a data set into 
distinct regions based on ranges or specific values. 
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Disadvantages of Decision Tree 

 Computationally expensive: Building decision trees can be computationally 
expensive, particularly when analyzing a large data set with many 
continuous variables. 

 

 Difficult to optimize: Generating a useful decision tree automatically can 
be challenging, since large and complex trees can be easily generated. 
Trees that are too small may not capture enough information. Generating 
the ‘best’ tree through optimization is difficult. 
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Training Dataset 

age income student credit_rating

<=30 high no fair

<=30 high no excellent

31…40 high no fair

>40 medium no fair

>40 low yes fair

>40 low yes excellent

31…40 low yes excellent

<=30 medium no fair

<=30 low yes fair

>40 medium yes fair

<=30 medium yes excellent

31…40 medium no excellent

31…40 high yes fair

>40 medium no excellent

This 
follows 
an  
example 
from 
Quinlan’s 
ID3 
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Output: A Decision Tree for “buys_computer” 

age? 

overcast 

student? credit rating? 

no yes fair excellent 

<=30 >40 

no no yes yes 

yes 

30..40 
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Algorithm for Decision Tree Induction 

 Basic algorithm (a greedy algorithm) 

 Tree is constructed in a top-down recursive divide-and-conquer 
manner 

 At start, all the training examples are at the root 

 Attributes are categorical (if continuous-valued, they are 
discretized in advance) 

 Examples are partitioned recursively based on selected attributes 

 Test attributes are selected on the basis of a heuristic or 
statistical measure (e.g., information gain) 

 Conditions for stopping partitioning 

 All samples for a given node belong to the same class 

 There are no remaining attributes for further partitioning – 
majority voting is employed for classifying the leaf 

 There are no samples left 



Example Attributes Class 

# Outlook Company Sailboat Sail? 

1 Sunny Big Small Yes 

2 Sunny Med Small Yes 

3 Sunny Med Big Yes 

4 Sunny No Small Yes 

5 Sunny Big Big Yes 

6 Rainy No Small No 

7 Rainy Med Small No 

8 Rainy Big Big Yes 

9 Rainy No Big Yes 

10 Rainy Med Big No 

11 Sunny No Big ? 

12 Rainy Big Small ? 
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Example 
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Example 
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Attribute Selection Measure 

 Information gain (ID3/C4.5) 

 All attributes are assumed to be categorical 

 Can be modified for continuous-valued attributes 

 Gini index (IBM IntelligentMiner) 

 All attributes are assumed continuous-valued 

 Assume there exist several possible split values for each 
attribute 

 May need other tools, such as clustering, to get the 
possible split values 

 Can be modified for categorical attributes 



Attribute Selection Measures 

 Is a heuristic measure for selecting the splitting criterion that best 
separates a given data partition D, of class-labeled training tuples 
into individual classes. 

 If we split the D into smaller partitions according to the 
outcomes of the splitting criterion, then ideally, each partition 
will be PURE. 

 Therefore, best splitting criterion is needed. 

 It is also known as splitting rules, as they determine how the 
tuples at a given node are to be split. 

 It provides a ranking for each attribute, describing the given 
tuples. 

 The attributes  having best score is chosen as splitting attribute 
for the given tuples. 
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Example 
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Information Gain (ID3/C4.5) 

 Select the attribute with the highest information gain 

 Assume there are two classes, P  and N 

 Let the set of examples S contain p elements of class P  

and n elements of class N 

 The amount of information, needed to decide if an 

arbitrary example in S belongs to P  or N is defined as 
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Information Gain in Decision 
Tree Induction 

 Assume that using attribute A a set S will be partitioned 

into sets {S1, S2 , …, Sv}   

 If Si contains pi examples of P and ni examples of N, 

the entropy, or the expected information needed to 

classify objects in all subtrees Si is 

 

 

 The encoding information that would be gained by 

branching on A 
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Attribute Selection by Information 
Gain Computation 

 Class P: buys_computer = 

“yes” 

 Class N: buys_computer = 

“no” 

 I(p, n) = I(9, 5) =0.940 

 Compute the entropy for age: 

 

 

 

 

 

 

 

 

 

Hence 

 

 

Similarly 

age pi ni I(pi, ni)

<=30 2 3 0.971

30…40 4 0 0

>40 3 2 0.971
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Gini Index (IBM IntelligentMiner) 

 If a data set T contains examples from n classes, gini index, 
gini(T) is defined as 
 

    where pj is the relative frequency of class j in T. 
 If a data set T is split into two subsets T1 and T2 with sizes 

N1 and N2 respectively, the gini index of the split data 
contains examples from n classes, the gini index gini(T) is 
defined as 
 
 

 The attribute provides the smallest ginisplit(T) is chosen to 
split the node (need to enumerate all possible splitting 
points for each attribute). 
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Extracting Classification Rules from Trees 

 Represent the knowledge in the form of IF-THEN rules 

 One rule is created for each path from the root to a leaf 

 Each attribute-value pair along a path forms a conjunction 

 The leaf node holds the class prediction 

 Rules are easier for humans to understand 

 Example 

IF age = “<=30” AND student = “no”   THEN buys_computer = “no” 

IF age = “<=30” AND student = “yes”  THEN buys_computer = “yes” 

IF age = “31…40”    THEN buys_computer = “yes” 

IF age = “>40”   AND credit_rating = “excellent”   THEN 
buys_computer = “yes” 

IF age = “>40” AND credit_rating = “fair”  THEN buys_computer = 
“no” 
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Avoid Overfitting in Classification 

 The generated tree may overfit the training data  

 Too many branches, some may reflect anomalies 
due to noise or outliers 

 Result is in poor accuracy for unseen samples 

 Two approaches to avoid overfitting  

 Prepruning: Halt tree construction early—do not split 
a node if this would result in the goodness measure 
falling below a threshold 

 Difficult to choose an appropriate threshold 

 Postpruning: Remove branches from a “fully grown” 
tree—get a sequence of progressively pruned trees 

 Use a set of data different from the training data 
to decide which is the “best pruned tree” 
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Approaches to Determine the Final 
Tree Size 

 Separate training (2/3) and testing (1/3) sets 

 Use cross validation, e.g., 10-fold cross validation 

 Use all the data for training 

 but apply a statistical test (e.g., chi-square) to 

estimate whether expanding or pruning a 

node may improve the entire distribution 

 Use minimum description length (MDL) principle:  

 halting growth of the tree when the encoding 

is minimized 
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Enhancements to basic decision 
tree induction 

 Allow for continuous-valued attributes 

 Dynamically define new discrete-valued attributes that 
partition the continuous attribute value into a discrete 
set of intervals 

 Handle missing attribute values 

 Assign the most common value of the attribute 

 Assign probability to each of the possible values 

 Attribute construction 

 Create new attributes based on existing ones that are 
sparsely represented 

 This reduces fragmentation, repetition, and replication 
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Classification in Large Databases 

 Classification—a classical problem extensively studied by 

statisticians and machine learning researchers 

 Scalability: Classifying data sets with millions of examples 

and hundreds of attributes with reasonable speed 

 Why decision tree induction in data mining? 

 relatively faster learning speed (than other classification 
methods) 

 convertible to simple and easy to understand 
classification rules 

 can use SQL queries for accessing databases 

 comparable classification accuracy with other methods 



Data Mining: Concepts and Techniques 37 

Scalable Decision Tree Induction 
Methods in Data Mining Studies 

 SLIQ (EDBT’96 — Mehta et al.) 

 builds an index for each attribute and only class list and 
the current attribute list reside in memory 

 SPRINT (VLDB’96 — J. Shafer et al.) 

 constructs an attribute list data structure  

 PUBLIC (VLDB’98 — Rastogi & Shim) 

 integrates tree splitting and tree pruning: stop growing 
the tree earlier 

 RainForest  (VLDB’98 — Gehrke, Ramakrishnan & Ganti) 

 separates the scalability aspects from the criteria that 
determine the quality of the tree 

 builds an AVC-list (attribute, value, class label) 
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Data Cube-Based Decision-Tree 
Induction 

 Integration of generalization with decision-tree induction 
(Kamber et al’97). 

 Classification at primitive concept levels 

 E.g., precise temperature, humidity, outlook, etc. 

 Low-level concepts, scattered classes, bushy 
classification-trees 

 Semantic interpretation problems. 

 Cube-based multi-level classification 

 Relevance analysis at multi-levels. 

 Information-gain analysis with dimension + level. 
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Presentation of Classification Results 
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Chapter 7. Classification and 
Prediction 

 What is classification? What is prediction? 

 Issues regarding classification and prediction 

 Classification by decision tree induction 

 Bayesian Classification 

 Classification by backpropagation 

 Classification based on concepts from association rule 
mining 

 Other Classification Methods 

 Prediction 

 Classification accuracy 

 Summary 
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Bayesian Classification: Why? 

 Probabilistic learning:  Calculate explicit probabilities for 
hypothesis, among the most practical approaches to certain 
types of learning problems 

 Incremental: Each training example can incrementally 
increase/decrease the probability that a hypothesis is 
correct.  Prior knowledge can be combined with observed 
data. 

 Probabilistic prediction:  Predict multiple hypotheses, 
weighted by their probabilities 

 Standard: Even when Bayesian methods are 
computationally intractable, they can provide a standard of 
optimal decision making against which other methods can 
be measured 



Bayesian Classification: Example 

 The Naive Bayes Classifier technique is based on the so-called 
Bayesian theorem and is particularly suited when the 
dimensionality of the inputs is high.  

 Despite its simplicity, Naive Bayes can often outperform more 
sophisticated classification methods. 
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To demonstrate the concept of Naïve 
Bayes Classification, consider the 
example displayed in the illustration 
above. As indicated, the objects can be 
classified as either GREEN or RED. Our 
task is to classify new cases as they 
arrive, i.e., decide to which class label 
they belong, based on the currently 
exiting objects.  
  



 Since there are twice as many GREEN objects as RED, it is 
reasonable to believe that a new case (which hasn't been 
observed yet) is twice as likely to have membership 
GREEN rather than RED. In the Bayesian analysis, this 
belief is known as the prior probability. Prior probabilities 
are based on previous experience, in this case the 
percentage of GREEN and RED objects, and often used to 
predict outcomes before they actually happen.  
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Thus, we can write:  

 
 
 
Since there is a total of 60 objects, 40 of which are GREEN and 20 RED, our prior 
probabilities for class membership are:  

Bayesian Classification: Example 
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Having formulated our prior probability, we are now ready to 
classify a new object (WHITE circle). Since the objects are well 
clustered, it is reasonable to assume that the more GREEN (or 
RED) objects in the vicinity of X, the more likely that the new 
cases belong to that particular color. To measure this likelihood, 
we draw a circle around X which encompasses a number (to be 
chosen a priori) of points irrespective of their class labels. Then 
we calculate the number of points in the circle belonging to each 
class label. From this we calculate the likelihood:  

Bayesian Classification: Example 



 From the illustration above, it is clear that 
Likelihood of X given GREEN is smaller than 
Likelihood of X given RED, since the circle 
encompasses 1 GREEN object and 3 RED 
ones. Thus:  
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Bayesian Classification: Example 
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Although the prior probabilities indicate that X may belong to GREEN (given 
that there are twice as many GREEN compared to RED) the likelihood 
indicates otherwise; that the class membership of X is RED (given that there 
are more RED objects in the vicinity of X than GREEN). In the Bayesian 
analysis, the final classification is produced by combining both sources of 
information, i.e., the prior and the likelihood, to form a posterior probability 
using the so-called Bayes' rule (named after Rev. Thomas Bayes 1702-1761).  

Finally, we classify X as RED since its class membership achieves the largest posterior probability.  

Bayesian Classification: Example 
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Bayesian Theorem 

 Given training data D, posteriori probability of a 
hypothesis h, P(h|D) follows the Bayes theorem 

 

 

 MAP (maximum posteriori) hypothesis 

 

 

 Practical difficulty: require initial knowledge of many 
probabilities, significant computational cost 
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Bayesian classification 

 The classification problem may be formalized 
using a-posteriori probabilities: 

   P(C|X)  = prob. that the sample tuple   
  X=<x1,…,xk> is of class C. 

 

 E.g. P(class=N | outlook=sunny,windy=true,…) 

 

 Idea: assign to sample X the class label C such 
that P(C|X) is maximal 
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Estimating a-posteriori probabilities 

 Bayes theorem: 

P(C|X) = P(X|C)·P(C) / P(X) 

 P(X) is constant for all classes 

 P(C) = relative freq of class C samples 

 C such that P(C|X) is maximum =  

C such that P(X|C)·P(C) is maximum 

 Problem: computing P(X|C) is unfeasible! 
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Naïve Bayesian Classification 

 Naïve assumption: attribute independence 

P(x1,…,xk|C) = P(x1|C)·…·P(xk|C) 

 If i-th attribute is categorical: 
P(xi|C) is estimated as the relative freq of 
samples having value xi as i-th attribute in class 
C 

 If i-th attribute is continuous: 
P(xi|C) is estimated thru a Gaussian density 
function 

 Computationally easy in both cases 
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Play-tennis example: estimating 
P(xi|C) 

Outlook Temperature Humidity Windy Class

sunny hot high false N

sunny hot high true N

overcast hot high false P

rain mild high false P

rain cool normal false P

rain cool normal true N

overcast cool normal true P

sunny mild high false N

sunny cool normal false P

rain mild normal false P

sunny mild normal true P

overcast mild high true P

overcast hot normal false P

rain mild high true N

outlook 

P(sunny|p) = 2/9 P(sunny|n) = 3/5 

P(overcast|p) = 
4/9 

P(overcast|n) = 0 

P(rain|p) = 3/9 P(rain|n) = 2/5 

temperature 

P(hot|p) = 2/9 P(hot|n) = 2/5 

P(mild|p) = 4/9 P(mild|n) = 2/5 

P(cool|p) = 3/9 P(cool|n) = 1/5 

humidity 

P(high|p) = 3/9 P(high|n) = 4/5 

P(normal|p) = 6/9 P(normal|n) = 2/5 

windy 

P(true|p) = 3/9 P(true|n) = 3/5 

P(false|p) = 6/9 P(false|n) = 2/5 

P(p) = 9/14 

P(n) = 5/14 
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Play-tennis example: classifying X 

 An unseen sample X = <rain, hot, high, false> 

 

 P(X|p)·P(p) =  
P(rain|p)·P(hot|p)·P(high|p)·P(false|p)·P(p) = 
3/9·2/9·3/9·6/9·9/14 = 0.010582 

 P(X|n)·P(n) =  
P(rain|n)·P(hot|n)·P(high|n)·P(false|n)·P(n) = 
2/5·2/5·4/5·2/5·5/14 = 0.018286 

 

 Sample X is classified in class n (don’t play) 
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The independence hypothesis… 

 … makes computation possible 

 … yields optimal classifiers when satisfied 

 … but is seldom satisfied in practice, as attributes 

(variables) are often correlated. 

 Attempts to overcome this limitation: 

 Bayesian networks, that combine Bayesian reasoning 

with causal relationships between attributes 

 Decision trees, that reason on one attribute at the 

time, considering most important attributes first 
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Bayesian Belief Networks (I) 

Family 

History 

LungCancer 

PositiveXRay 

Smoker 

Emphysema 

Dyspnea 

LC 

~LC 

(FH, S) (FH, ~S) (~FH, S) (~FH, ~S) 

0.8 

0.2 

0.5 

0.5 

0.7 

0.3 

0.1 

0.9 

Bayesian Belief Networks 

The conditional probability table 

for the variable LungCancer 
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Bayesian Belief Networks (II) 

 Bayesian belief network allows a subset of the variables 

conditionally independent 

 A graphical model of causal relationships 

 Several cases of learning Bayesian belief networks 

 Given both network structure and all the variables: 

easy 

 Given network structure but only some variables 

 When the network structure is not known in advance 
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Chapter 7. Classification and 
Prediction 

 What is classification? What is prediction? 

 Issues regarding classification and prediction 

 Classification by decision tree induction 

 Bayesian Classification 

 Classification by backpropagation 

 Classification based on concepts from association rule 
mining 

 Other Classification Methods 

 Prediction 

 Classification accuracy 

 Summary 
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Neural Networks  

 Advantages 

 prediction accuracy is generally high 

 robust, works when training examples contain errors 

 output may be discrete, real-valued, or a vector of 
several discrete or real-valued attributes 

 fast evaluation of the learned target function 

 Criticism 

 long training time 

 difficult to understand the learned function (weights) 

 not easy to incorporate domain knowledge 
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A  Neuron 

 The n-dimensional input vector x is mapped into  
variable y by means of the scalar product and a 
nonlinear function mapping 

mk - 

f 

weighted  

sum 

Input 

vector x 

output y 

Activation 

function 

weight 

vector w 

 

w0 

w1 

wn 

x0 

x1 

xn 



Network Training 

 The ultimate objective of training  

 obtain a set of weights that makes almost 

all the tuples in the training data classified 

correctly  

 Steps 

 Initialize weights with random values  

 Feed the input tuples into the network one 

by one 

 For each unit 

 Compute the net input to the unit as a linear 

combination of all the inputs to the unit 

 Compute the output value using the 

activation function 

 Compute the error 

 Update the weights and the bias 
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Neural Network Layers 

Data Mining: Concepts and Techniques 62 

Input layer contains a set of nodes A, B, C, D, E, and F 
(six descriptor variables/ one instance) 
Two output layers K and L 
Four hidden layers G, H, I and J 
Each node is connected to all nodes in the layers 
adjacent to the node. 
Every connection has a number/weight associated with 
it. 
Prior to learning, the weights are assigned random values 
usually in the range +1 to -1. 
 



Node Calculation 

 Each node in the neural network 
calculates a single output value 
based on a set of input values (I1 to 
In). 

 Each input connection has a weight 
and is assigned a value. The total 
input of the node is calculated using 
these weights and values. 

 For example, the following formula 
for calculating the combined input 

  is often used: 

 

  

 where Ij are the individual input 
values and wj are the individual 
weights. 
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Node Calculation and Learning 

 The combined input value for node G is calculated using the 
input values and the weights: 

 

 

 

 

 This combined input value is now processed further using an 
activation function. This function will generate the output for 
the node. Common activation functions include: 

 

 

 

 

 

 The following output from the neural network node G would 
be generated: 
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Back propagation 

 One of the most commonly used techniques for learning in neural 
networks is called back propagation. 

 In order for the weights of the neural network connections to be 
adjusted, an error first needs to be calculated between the predicted 
response and the actual response.  

 The following formula is commonly used for the output layer: 

 

 

 

 where Errori is the error resulting from node i, Outputi is the 
predicted response value and Actuali is the actual response value. 
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Error Calculation 

 For example, the errors calculated for nodes K and L are: 

 

 

 

 

 

 

 

 Once the error has been calculated for the output layer, it can now be 
backpropagated, that is, the error can be passed back through the neural 
network. To calculate an error value for the hidden layers, the following 
calculation is commonly used: 

 

66 

where Errori is the error resulting from the hidden node, Outputi is the value of the 
output from the hidden node, Errorj is the error already calculated for the jth node 
connected to the output and wij is the weight on this connection. 
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Error Calculation 

After calculating the error for nodes K and L, the 
error of the hidden layer can be calculated. 
Node G is used as an example for a hidden layer 
error calculation as shown below. 
 
 
 
 
 
 
An error should be calculated for all output and 
hidden layer nodes. Errors for hidden layer 
nodes use errors from the nodes their output is 
attached to, which have already been 
calculated. 
 
 
 



 Once the error has been propagated throughout the neural network, the error values can be 
used to adjust the weights of the connections using the formula: 

 

 

 Where wij is the weight of the connection between nodes i and j, Errorj is the calculated error 
for node j, Outputi is the computed output from node i, and l is the predefined learning rate. 
This takes a value between 0 and 1. 
 

 To calculate the new weight for the connection between G and K where the learning rate (l) has 
been set to 0.2, the following formula is used: 

 

 

 

 

 In this example, the weight has been adjusted lower. The remaining weights in the network are 
adjusted and the process continues with another example presented to the neural network 
causing the weights of all connections in the network to be adjusted based on the calculated 
error values. 
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Error Calculation 



Multi-Layer Perceptron 

Output nodes 

Input nodes 

Hidden nodes 

Output vector 

Input vector: xi 
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Chapter 7. Classification and 
Prediction 

 What is classification? What is prediction? 

 Issues regarding classification and prediction 

 Classification by decision tree induction 

 Bayesian Classification 

 Classification by backpropagation 

 Classification based on concepts from association rule 
mining 

 Other Classification Methods 

 Prediction 

 Classification accuracy 

 Summary 
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Association-Based Classification  

 Several methods for association-based classification  

 ARCS: Quantitative association mining and clustering 
of association rules (Lent et al’97) 

 It beats C4.5 in (mainly) scalability and also accuracy 

 Associative classification: (Liu et al’98)   

 It mines high support and high confidence rules in the form of 
“cond_set => y”, where y is a class label 

 CAEP (Classification by aggregating emerging patterns) 
(Dong et al’99) 

 Emerging patterns (EPs): the itemsets whose support 
increases significantly from one class to another 

 Mine Eps based on minimum support and growth rate 
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Chapter 7. Classification and 
Prediction 

 What is classification? What is prediction? 

 Issues regarding classification and prediction 

 Classification by decision tree induction 

 Bayesian Classification 

 Classification by backpropagation 

 Classification based on concepts from association rule 
mining 

 Other Classification Methods 

 Prediction 

 Classification accuracy 

 Summary 
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Other Classification Methods 

 k-nearest neighbor classifier  

 case-based reasoning 

 Genetic algorithm 

 Rough set approach 

 Fuzzy set approaches 
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Classification: Eager & Lazy Learners 

 Decision Tree classifier is an example of an “eager 
learner” 

 Because they are designed to learn a model that maps 
the input attributes to the class label as soon as the 
training data becomes available 

 An opposite strategy would be to delay the process of 
modeling the training data until it is needed to classify 
the test examples 

 LAZY Learners 
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 KNN classifier is an example of lazy learner, which 
memorizes the entire training data & performs the 
classification only if the attributes of a test instance 
matches exactly with one of the training examples 

 Drawback: Cannot classify a new instance if it does 
match any training example 

 To overcome this drawback, we find all training 
examples that are relatively ‘similar’ to the test 
example 

 Examples, which are known as ‘Nearest Neighbors’ can 
be used to determine the class label of the test 
example 

 If it walks like a duck, quacks like a duck, and looks like a 
duck, then it is probably a duck 

 

Classification: Eager & Lazy Learners 
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Remarks on Lazy vs. Eager Learning 

 Instance-based learning:  lazy evaluation  

 Decision-tree and Bayesian classification:  eager evaluation 

 Key differences 

 Lazy method may consider query instance xq when deciding how to 
generalize beyond the training data D 

 Eager method cannot since they have already chosen global 
approximation when seeing the query 

 Efficiency: Lazy - less time training but more time predicting 

 Accuracy 

 Lazy method effectively uses a richer hypothesis space since it uses 
many local linear functions to form its implicit global approximation 
to the target function 

 Eager: must commit to a single hypothesis that covers the entire 
instance space 
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Training 

Records 

Test 

Record 

Compute 

Distance 

Choose k of the 

“nearest” records 

Nearest Neighbor Classifiers 
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KNN - Definition 

KNN is a simple algorithm that stores all available cases and KNN is a simple algorithm that stores all available cases and 
classifies new cases based on a similarity measure 

X X X

(a) 1-nearest neighbor (b) 2-nearest neighbor (c) 3-nearest neighbor
    K-nearest neighbors of a record x are data points that have the k smallest distance to x 

Data Mining: Concepts and Techniques 
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KNN – different names 

• K-Nearest Neighbors 

•

•

•

•

•

• K-Nearest Neighbors 

• Memory-Based Reasoning 

• Example-Based Reasoning 

• Instance-Based Learning 

• Case-Based Reasoning 

• Lazy Learning 
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Classification: Nearest Neighbors 

 Each test example is represented as a point in a d-dimensional 
space 

 For east test example we use a proximity measure 

 K-nearest neighbors of a given example z refer to the k points that 
are closest to z 

 Place items in class to which  they are “closest”. 

 Must determine distance between an item and a class. 

 Classes represented by 

 Centroid: Central value. 

 Medoid:  Representative point. 

 Individual points 

 Algorithm: KNN 
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Nearest-Neighbor Classifiers 

l Requires three things 

– The set of stored records 

– Distance Metric to compute 

distance between records 

– The value of k, the number of 

nearest neighbors to retrieve 

 

l To classify an unknown record: 

– Compute distance to other 

training records 

– Identify k nearest neighbors  

– Use class labels of nearest 

neighbors to determine the 

class label of unknown record 

(e.g., by taking majority vote) 

Unknown record

Data Mining: Concepts and Techniques 
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Nearest Neighbor Classification… 

 Choosing the value of k: 

 If k is too small, sensitive to noise points 

 If k is too large, neighborhood may include points 
from other classes 

 

X
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 K Nearest Neighbors 

 Advantage 
 Nonparametric architecture 

 Simple 

 Powerful 

 Requires no training time 

 Disadvantage 
 Memory intensive 

 Classification/estimation is slow 

K Nearest Neighbors 
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Case-Based Reasoning 

 Also uses: lazy evaluation + analyze similar instances 

 Difference: Instances are not “points in a Euclidean space” 

 Example: Water faucet problem in CADET (Sycara et al’92) 

 Methodology 

 Instances represented by rich symbolic descriptions 
(e.g., function graphs) 

 Multiple retrieved cases may be combined 

 Tight coupling between case retrieval, knowledge-based 
reasoning, and problem solving 

 Research issues 

 Indexing based on syntactic similarity measure,  and 
when failure, backtracking, and adapting to additional 
cases 
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Genetic Algorithms 

 GA: based on an analogy to biological evolution 

 Each rule is represented by a string of bits 

 An initial population is created consisting of randomly 
generated rules 

 e.g., IF A1 and Not A2 then C2 can be encoded as 100  

 Based on the notion of survival of the fittest, a new 
population is formed to consists of the fittest rules and 
their offsprings   

 The fitness of a rule is represented by its classification 
accuracy on a set of training examples 

 Offsprings are generated by crossover and mutation 
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Rough Set Approach 

 Rough sets are used to approximately or “roughly” 
define equivalent classes  

 A rough set for a given class C is approximated by two 
sets: a lower approximation (certain to be in C) and an 
upper approximation (cannot be described as not 
belonging to C)  

 Finding the minimal subsets (reducts) of attributes (for 
feature reduction) is NP-hard but a discernibility matrix 
is used to reduce the computation intensity  
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Fuzzy Set 
Approaches 

 Fuzzy logic uses truth values between 0.0 and 1.0 to 
represent the degree of membership (such as using 
fuzzy membership graph) 

 Attribute values are converted to fuzzy values 

 e.g., income is mapped into the discrete categories 
{low, medium, high} with fuzzy values calculated 

 For a given new sample, more than one fuzzy value may 
apply 

 Each applicable rule contributes a vote for membership 
in the categories 

 Typically, the truth values for each predicted category 
are summed 
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Chapter 7. Classification and 
Prediction 

 What is classification? What is prediction? 

 Issues regarding classification and prediction 

 Classification by decision tree induction 

 Bayesian Classification 

 Classification by backpropagation 

 Classification based on concepts from association rule 
mining 

 Other Classification Methods 

 Prediction 

 Classification accuracy 

 Summary 
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What Is Prediction? 

 Prediction is similar to classification 

 First, construct a model 

 Second, use model to predict unknown value 

 Major method for prediction is regression 

 Linear and multiple regression 

 Non-linear regression 

 Prediction is different from classification 

 Classification refers to predict categorical class label 

 Prediction models continuous-valued functions 
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 Predictive modeling: Predict data values or construct   
generalized linear models based on the database data. 

 One can only predict value ranges or category distributions 

 Method outline: 

  Minimal generalization 

  Attribute relevance analysis 

  Generalized linear model construction 

  Prediction 

 Determine the major factors which influence the prediction 

 Data relevance analysis: uncertainty measurement, 
entropy analysis, expert judgement, etc. 

 Multi-level prediction: drill-down and roll-up analysis 

Predictive Modeling in Databases 
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 Linear regression: Y =  +  X 

 Two parameters ,   and  specify the line and are to 
be estimated by using the data at hand. 

 using the least squares criterion to the known values 
of Y1, Y2, …, X1, X2, …. 

 Multiple regression: Y = b0 + b1 X1 + b2 X2. 

 Many nonlinear functions can be transformed into the 
above. 

 Log-linear models: 

 The multi-way table of joint probabilities is 
approximated by a product of lower-order tables. 

 Probability:  p(a, b, c, d) = ab acad bcd 

Regress Analysis and Log-Linear 
Models in Prediction  



Simple Regression Model 

 A simple regression model is a 
formula describing the relationship 
between one descriptor and one 
response variable. 

 The analysis is sensitive to any 
outliers in data. 

 Fig. shows the relation ship between 
a descriptor variable B and response 
variable A. 

 Fig. shows high correlation between 
the two variables. 

 As the descriptor variable B increases 
the response variable A increases at 
the same rate. 
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A straight line representing a model can 
be drawn through the center of the 
points.  

 

A model that would predict values along 
this line would provide a good model. 

A straight line can be represented as: 

y=a+bx, where a is the point of 
intersection with the y-axis and b is 
the slope of the line. 



Example 
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Income refers to the yearly income of the customer and 
Monthly sale represents the amount of particular 
customer purchases for a month. 

The point at which the line intercepts with the y-axis is noted 
(approximately 20) and the slope of the line is calculated 
(approximately 50/20,000 or 0.0025). For this data set an 
approximate formula for the relationship between Income and 
Monthly sales is: 
 
Monthly sales = 20 + 0.0025 * Income 

Once a formula for the straight line has been 
established, predicting values for the y response 
variable based on the x descriptor variable can be 
easily calculated. 



Example 

 In this example, Monthly sales should only be predicted based on Income 
between $15,000 and $66,000. A prediction for a customer’s Monthly 
sales based on their Income can be calculated. For a customer with an 
Income of $31,000, the Monthly sales would be predicted as: 

 

 Monthly sales (predicted) = 20 + 0.0025 * $31,000 

 Monthly sales (predicted) = $ 97.50 
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Least Square Method 

 Parameters a and b can be derived manually 
by drawing a best guess line through the 
points in the scatterplot and then visually 
inspecting where the line crosses the y-axis 
(a) and measuring the slope (b) as previously 
described.  

 

 The least squares method is able to calculate 
these parameters automatically. The formula 
for calculating a slope is: 

 

 

 

 Where xi and yi are the individual values for 
the descriptor variable (xi) and the response 
(yi). x is the mean of the descriptor variable x 
and y is the mean of the response variable y. 

 

 The formula for calculating the intercept with 
the y-axis is: 
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Example 
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 Using the data from Table 7.8 , the 
slope and intercept are calculated 
using Table 7.9. 

 The average Income is $38,963 and 
the average Monthly sales is $124.22. 

 



Simple Nonlinear Regression 

 In situations where the relationship between two 
variables is nonlinear, a simple way of generating a 
regression equation is to transform the nonlinear 
relationship to a linear relationship using a 
mathematical transformation. A linear model (as 
described above) can then be generated. Once a 
prediction has been made, the predicted value is 
transformed back to the original scale.  

 For example, in Table 7.10 two columns show a 
nonlinear relationship. Plotting these values results in 
the scatterplot in Figure 7.13. 

 There is no linear relationship between these two 
variables and hence we cannot calculate a linear 
model directly from the two variables. To generate a 
model, we transform x or y or both to create a linear 
relationship. In this example, we transform the y 
variable using the following formula: 
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Example 

 We now generate a new column, y’ (Table 
7.11). If we now plot x against y’, we can 
see that we now have an approximate linear 
relationship (see Figure 7.14). 

 

 Using the least squares method described 
previously, an equation for the linear 
relationship between x and y’ can be 
calculated. The equation is: 

 

 

 Using x we can now calculate a predicted 
value for the transformed value of y (y’). 

Data Mining: Concepts and Techniques 98 



 To map this new prediction of y’ we must now perform 
an inverse transformation, that is, -1/y’. In Table 7.12, 
we have calculated the predicted value for y’ and 
transformed the number to Predicted y. The Predicted 
y values are close to the actual y values. 
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Example 
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Locally Weighted Regression 

 Construct an explicit approximation to f over a local region 
surrounding query instance xq. 

 Locally weighted linear regression:  

 The target function f is approximated near xq using the 
linear function:  

 minimize the squared error: distance-decreasing weight 
K 

 

 the gradient descent training rule: 

 

 In most cases, the target function is approximated by a 
constant, linear, or quadratic function. 
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Prediction: Numerical Data 
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Prediction: Categorical Data 
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Chapter 7. Classification and 
Prediction 

 What is classification? What is prediction? 

 Issues regarding classification and prediction 

 Classification by decision tree induction 

 Bayesian Classification 

 Classification by backpropagation 

 Classification based on concepts from association rule 
mining 

 Other Classification Methods 

 Prediction 

 Classification accuracy 

 Summary 



Evaluation of a Classifier 

 How predictive is the model we learned? 
 Which performance measure to use?  

 

 Natural performance measure for classification 
problems: error rate on a test set 

 

 Success: instance’s class is predicted correctly 

 Error: instance’s class is predicted incorrectly 

 Accuracy: proportion of correctly classified instances 
over the whole set of instances 

 Accuracy=1- error rate 
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Issues: Evaluating Classification Methods 

 Accuracy classifier accuracy: his refers to the ability of the 
model to correctly predict the class label of new or 
previously unseen data: 

 accuracy = % of testing set examples correctly classified by the 

classifier 

 Predictor accuracy: guessing value of predicted attributes 

 Speed 

 time to construct the model (training time) 

 time to use the model (classification/prediction time) 

 Robustness: handling noise and missing values 

 Scalability: efficiency in disk-resident databases  

 Interpretability 

 understanding and insight provided by the model 

 Other measures, e.g., goodness of rules, such as 
decision tree size or compactness of classification rules 
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Classifier Accuracy Measures 

classes buy_computer = yes buy_computer = no total recognition(%) 

buy_computer = yes 6954 46 7000 99.34 

buy_computer = no 412 2588 3000 86.27 

total 7366 2634 10000 95.52 

C1 C2 

C1 True positive False negative 

C2 False positive True negative 

 Accuracy of a classifier M, acc(M): percentage of test set tuples that are correctly classified 
by the model M 

 Error rate (misclassification rate) of M = 1 – acc(M) 

 Given m classes, CMi,j, an entry in a confusion matrix, indicates # of tuples in class i  
that are labeled by the classifier as class j 

 Alternative accuracy measures (e.g., for cancer diagnosis) 

sensitivity = t-pos/pos             /* true positive recognition rate */ 

specificity = t-neg/neg             /* true negative recognition rate */ 

precision =  t-pos/(t-pos + f-pos) 

accuracy = sensitivity * pos/(pos + neg) + specificity * neg/(pos + neg)  

 This model can also be used for cost-benefit analysis 
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ROC Curve: Receiver Operating 
Characteristics 

C1(Pre) C2(pre) 

C1 True positive False negative 

C2 False positive True negative 

True positive rate:   TP / (TP + FN) 
 
False positive rate: FP / (FP + TN) 
 
 

How to get multiple TP, FP pairs?  



Confusion Matrix 
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C1(Pre) C2(pre) 

C1 True positive False negative 

C2 False positive True negative 



Precision and Recall 
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Predictor Error Measure 
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 Measure predictor accuracy: measure how far off the predicted value is 

from the actual known value 

 Loss function: measures the error between yi and the predicted value yi’ 

 Absolute error: | yi – yi’|  

 Squared error:  (yi – yi’)
2  

 Test error (generalization error): the average loss over the test set 

 

 Mean absolute error:                     Mean squared error: 

 

 Relative absolute error:                  Relative squared error: 

 

 

 The mean squared-error exaggerates the presence of outliers. Popularly use 

(square) root mean-square error, similarly, root relative squared error. 
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Evaluating the Accuracy of a Classifier or 
Predictor (I) 

 Holdout method 

 Given data is randomly partitioned into two independent sets 

 Training set (e.g., 2/3) for model construction 

 Test set (e.g., 1/3) for accuracy estimation 

 Random sampling: a variation of holdout 

 Repeat holdout k times, accuracy = avg. of the accuracies 
obtained from each iteration. 

 Cross-validation (k-fold, where k = 10 is most popular) 

 Randomly partition the data into k mutually exclusive subsets, each 
approximately equal size 

 At i-th iteration, use Di as test set and others as training set 

 Leave-one-out: k folds where k = # of tuples, for small sized data 

 Stratified cross-validation: folds are stratified so that class dist. in each 
fold is approx. the same as that in the initial data 
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Evaluating the Accuracy of a Classifier or 
Predictor (II) 

 Bootstrap 

 Works well with small data sets 

 Samples the given training tuples uniformly with replacement 

 i.e., each time a tuple is selected, it is equally likely to be selected again 

and re-added to the training set 

 Several boostrap methods, and a common one is .632 boostrap 

 Suppose we are given a data set of d tuples.  The data set is sampled d times, with 

replacement, resulting in a training set of d samples.  The data tuples that did not make it 

into the training set end up forming the test set.  About 63.2% of the original data will end 

up in the bootstrap, and the remaining 36.8% will form the test set (since (1 – 1/d)d ≈ e-1 

= 0.368) 

 Repeat the sampling procedure k times, overall accuracy of the model: 
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Ensemble Methods: Increasing the Accuracy 

 Ensemble methods 

 Use a combination of models to increase accuracy 

 Combine a series of k learned models, M1, M2, …, Mk, with the aim 
of creating an improved model M* 

 Popular ensemble methods 

 Bagging: averaging the prediction over a collection of classifiers 

 Boosting: weighted vote with a collection of classifiers 

 Ensemble: combining a set of heterogeneous classifiers 



Bagging: Example 
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 Breiman, 1996 

 Derived from bootstrap (Efron, 1993) 

 Create classifiers using training sets that are bootstrapped 
(drawn with replacement) 

 Average results for each case 

 



Bagging 
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 Sampling (with replacement) according to a uniform probability 
distribution 
 Each bootstrap sample D has the same size as the original data. 

 Some instances could appear several times in the same training set, while 
others may be omitted. 

 

 Build classifier on each bootstrap sample D 

 D will contain approximately 63% of the original data. 

 Each data object has probability 1- (1 – 1/n)n of being selected in 
D 
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Bagging: Boostrap Aggregation 

 Analogy: Diagnosis based on multiple doctors’ majority vote 

 Training 

 Given a set D of d tuples, at each iteration i, a training set Di of d tuples is 
sampled with replacement from D (i.e., boostrap) 

 A classifier model Mi is learned for each training set Di 

 Classification: classify an unknown sample X  

 Each classifier Mi returns its class prediction 

 The bagged classifier M* counts the votes and assigns the class with the most 
votes to X 

 Prediction: can be applied to the prediction of continuous values by taking 
the average value of each prediction for a given test tuple 

 Accuracy 

 Often significant better than a single classifier derived from D 

 For noise data: not considerably worse, more robust  

 Proved improved accuracy in prediction 



Bagging: Advantages and Limitations 
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 Bagging improves generalization performance by reducing variance 
of the base classifiers. The performance of bagging depends on 
the stability of the base classifier. 

 
 If a base classifier is unstable, bagging helps to reduce the errors 

associated with random fluctuations in the training data. 
 If a base classifier is stable, bagging may not be able to improve, 

rather it could degrade the performance. 

 
 Bagging is less susceptible to model overfitting when applied to 

noisy data. 



Boosting 
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 Sequential production of classifiers 

 Each classifier is dependent on the 
previous one, and focuses on the 
previous one’s errors 

 Examples that are incorrectly 
predicted in previous classifiers are 
chosen more often or weighted more 
heavily 
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Boosting 

 Analogy: Consult several doctors, based on a combination of weighted 

diagnoses—weight assigned based on the previous diagnosis accuracy 

 How boosting works? 

 Weights are assigned to each training tuple 

 A series of k classifiers is iteratively learned 

 After a classifier Mi is learned, the weights are updated to allow the 

subsequent classifier, Mi+1, to pay more attention to the training tuples that 

were misclassified by Mi 

 The final M* combines the votes of each individual classifier, where the 

weight of each classifier's vote is a function of its accuracy 

 The boosting algorithm can be extended for the prediction of continuous 

values 

 Comparing with bagging: boosting tends to achieve greater accuracy, but 

it also risks overfitting the model to misclassified data 
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Adaboost (Freund and Schapire, 1997) 

 Given a set of d class-labeled tuples, (X1, y1), …, (Xd, yd) 

 Initially, all the weights of tuples are set the same (1/d) 

 Generate k classifiers in k rounds.  At round i, 
 Tuples from D are sampled (with replacement) to form a training set 

Di of the same size 

 Each tuple’s chance of being selected is based on its weight 

 A classification model Mi is derived from Di 

 Its error rate is calculated using Di as a test set 

 If a tuple is misclassified, its weight is increased, o.w. it is decreased 

 Error rate: err(Xj) is the misclassification error of tuple Xj. 
Classifier Mi error rate is the sum of the weights of the 
misclassified tuples:  
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Schematic of Adaboost 
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Model Selection: ROC Curves 

 ROC (Receiver Operating Characteristics) 

curves: for visual comparison of 

classification models 

 Originated from signal detection theory 

 Shows the trade-off between the true 

positive rate and the false positive rate 

 The area under the ROC curve is a 

measure of the accuracy of the model 

 Rank the test tuples in decreasing order: 

the one that is most likely to belong to the 

positive class appears at the top of the list 

 The closer to the diagonal line (i.e., the 

closer the area is to 0.5), the less accurate 

is the model 

 

• Vertical axis: true positive rate 

• Horizontal axis: false positive rate 

• Diagonal line? 

• A model with perfect accuracy: area 
of 1.0 
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Classification Accuracy: Estimating Error 
Rates 

 Partition: Training-and-testing 

 use two independent data sets, e.g., training set 

(2/3), test set(1/3) 

 used for data set with large number of samples 

 Cross-validation 

 divide the data set into k subsamples 

 use k-1 subsamples as training data and one sub-

sample as test data --- k-fold cross-validation 

 for data set with moderate size 

 Bootstrapping (leave-one-out) 

 for small size data 
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Boosting and Bagging  

 Boosting increases classification accuracy 

 Applicable to decision trees or Bayesian classifier 

 Learn a series of classifiers, where each classifier in 
the series pays more attention to the examples 
misclassified by its predecessor 

 Boosting requires only linear time and constant space 



Data Mining: Concepts and Techniques 125 

Boosting Technique (II) — Algorithm 

 Assign every example an equal weight  1/N 

 For t = 1, 2, …, T Do  

 Obtain a hypothesis (classifier) h(t) under w(t) 

 Calculate the error of h(t) and re-weight the 
examples based on the error 

 Normalize w(t+1) to sum to 1 

 Output a weighted sum of all the hypothesis, 
with each hypothesis weighted according to its 
accuracy on the training set  
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Chapter 7. Classification and 
Prediction 

 What is classification? What is prediction? 

 Issues regarding classification and prediction 

 Classification by decision tree induction 

 Bayesian Classification 

 Classification by backpropagation 

 Classification based on concepts from association rule 
mining 

 Other Classification Methods 

 Prediction 

 Classification accuracy 

 Summary 



Data Mining: Concepts and Techniques 127 

Summary 

 Classification is an extensively studied problem (mainly in 

statistics, machine learning & neural networks) 

 Classification is probably one of the most widely used 

data mining techniques with a lot of extensions 

 Scalability is still an important issue for database 

applications:  thus combining classification with database 

techniques should be a promising topic 

 Research directions: classification of non-relational data, 

e.g., text, spatial, multimedia, etc.. 
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