


» Total sum of the squares around the mean for t
variable, y, is §;

siduals around the re



m

» S-S, quantifies the improvement or error re
due to describing data in terms of a str
IS AN average value.

u

r? coefficient of determination

r : correlation coefficient



For a perfect fit:

» S=0andr=r?=1,signifying that the line expl
f the data.

e fit represents no impr




Fit a straight line to the x and y values in the follg

T}

O e

25
36
49




0.07142857 0.8392857




22.7143

0.1687
0.5625
0.3473
0.3265
0.5896
0.7972
0.1993

(v, —y) =22.7143

e =2.9911




*The standard deviation (quantifies the spread aroun

ate (quantifies the spr

ar regression model has good fitness




SUB Regress(x, y, n, al, a0, syx,

sumx = 0: sumxy = 0: st =
sumy = 0: sumx2 = 0: sr
D0i=1,n
sumx = sumx + X;
sumy = sumy + Yj
sumxy = sumxy + xi*yi
sumxZ2 = sumxz + Xi*Xi
END DO
Xm = sumx/n
ym = sumy/n
al = (n*sumxy — sumx*sumy)/(n*sumx2 — sumx*sumx)
ald = ym — al*xm
D01 =1, n
st = st + (y; — ym)y?
sr=sr+ (yi — al*; — a0)?
END DO
syx = (sr/(n — 2))%5
rZ2 = (st — sr)/st

END Regress

111 sonewsayie buliesulbug



®* The relationship between the dependent and mdependen’r
variables is linear.

®* However, a few types of nonlinear functions ¢
transformed into linear regression problems.

quation.

te equation.




¥y log v

(a) (b)

Qinearizatinn

Slope = b,

Intercept = In a,

<_inearizatic-n

Slope = b,

(d) (e)

log x

Intercept = log a,

L i

(¢)

<Linearizatiun

1"{11 'Y

Slope = by/a,

Intercept = log 1/a;

1/x




Slope = b,

Intercept = In a,




a|ations

Slope = b,

Intercept = log a,




Slope = by/a,

Intercept = log 1/a,




Fit the following Equation:

llowing table:

oy,
-0.301
0.226
0.534
0.753
0.922
2




a, =7 —ai =0.4282-1.75




Linearization of Nonlinear
Functions: Example




m

» Some engineering data is poorly represented by
ine.

u

» For these cases a curve is better suited o fit t

ethod can readily be ex
olynomials.




a Is preferable




> (quadratic) is




oS

:_2Z(yi — 4, —a;x _azxiz) =

oa,

2 —
. — G ) x. = ()

7
1% —a,%; )x; =0

2
a, Z X 3 linear equations
5 3 with 3 unknowns
X, +da, Z X; (a,,a4,a,), can be

¢ y solved
DI I




» A system of 3x3 equations needs to be solved to
determine the coefficients of the polynomi

e coefficient of determination




The mth-order polynomial:

+1) linear equations m
ients of the mth-orde

ination:




Fit a second order polynomial to data:

X, ¥ % G ;
0 0 0 0 0
1 i/ 7.7
16 272 544
81 81.6  244.8
6 163.6 6544

305.5 1527.5

15 335 225




» The system of simultaneous linear equ

55 225 979||a,

a, =2.47857,a, =2.35¢
y=247857+2.35929x




Xj Vi Ymodel e/ vy )?

0 2.1 24786 0.14332  544.42889
1 7.7  6.6986 1.00286 314.45929
2

13.6 14.64 1.08158  140.01989

080491 3.12229 Least-squares

parabola

239.22809
1272.13489

 2513.39-3.74657 _
2513.39




