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Random Process: Some Examples

e A sinusoid with random phase

Consider a sinusoidal signal with random phase, defined by

X(t) = asin(wot + O)

where wp and a are constants, and © is a random variable that

is uniformly distributed over a range of 0 to 27 (see Figure 1)

1
fe(0) = E,Dgﬂg%

= 0, elsewhere
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Figure 1: A sinusoid with random phase

This means that the random variable O is equally likely to
have any value in the range 0 to 2. The autocorrelation
function of X(t) is
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Rx(t) = E[X(t + 1)X(1)]
= E[sin(wot + woT) + O) sin(wot + O)]

1

2E[sin(2wot+wot+20)]+2E[sin(woT)]
21T
1
=5 5 cos(4trfct + wot + 20)] — cos(wot ) dO

The first term intergrates to zero, and so we get

1

XM= 5 cos(woT)

The autocorrelation function is plotted in Figure 2.
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Figure 2: Autocorrelation function of a sinusoid with random phase

The autocorrelation function of a sinusoidal wave with random
phase is another sinusoid at the same frequency in the 7 -

domain

e Random binary wave

\ Figure 3 shows the sample function z(t) of a random process /




/ X (t) consisting of a random sequence of binary symbols 1 and\
0.
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Figure 3: A random binary wave

1. The symbols 1 and 0 are represented by pulses of amplitude

+1 and —1 volts, respectively and duration T seconds.

\ 2. The starting time of the first pulse, t4eiay, is equally likely /




/ to lie anywhere between zero and T seconds \

3. tdelay 1s the sample value of a uniformly distributed random

variable T4.14, with a probability density function

1
deeIay (td&lﬂ‘y) — f'ﬁ U E tdeiay E T

= 0, elsewhere

4. In any time interval (n — 1)T < t — tgeiay < nT, where n is
an interger, a 1 or a 0 is determined randomly (for example
by tossing a coin: heads = 1. tails = 0

— E[X(t)] =0, for all ¢ since 1 and 0 are equally likely.

— Autocorrelation function Rx (tx,t1) is given by

\ E[X(tx)X (t;)], where X (¢;) and X (¢;) are random mriablea/




4 N

Case 1: when |t — ;| > T. X(t;) and X (¢;) occur in different

pulse intervals and are therefore independent:

E[X (t:)X ()] = E[X (t)|E[X (t)] = 0, for|te —ti| > T

Case 2: when |ty — ;| < T, with tx =0 and ¢; < tx. X(tx) and
X (t;) occur in the same pulse interval provided tgeiq, satisfies
the condition tgeiqy < T — |tk — ti1]-

E|X (tx)X (t1)|tdetay]) = 1, tdetay < T — [tk — ti]

= 0, elsewhere

Averaging this result over all possible values of t4e1q,, We get

N /
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T—[tr—1]
E[X (tk)X(tE)] — / de.g;ay (tdeiay) dtdelay
]

T—Itk—‘ﬁﬂ 1
B m dtdela.

|tr — ti]
&

=(1- ), lts — il < T

The autocorrelation function is given by

7]

Rx(r)= (1~ T, jr <7
= 8 -

This result is shown in Figure 4




Figure 4: Autocorrelation of a random binary wave




