
PRINCIPLES OF 
COMMUNICATIONS 
UNIT-2 

LECTURE-7 

 





' 
 

$ 
 • Estimate characteristics like mean and autocorrelation of the 

 output and try to analyse its behaviour. 

 • Mean The input to the above system X(t) is assumed 
 stationary. The mean of the output random process Y (t) can 

be calculated 
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where H(0) is the zero frequency response of the system. 
 & 

 
% 
 



' 
 

$ 
 • Autocorrelation The autocorrelation function of the output 

 random process Y (t). By definition, we have 

 

RY (t, u) = E[Y (t)Y (u)] 
 

where t and u denote the time instants at which the process is 

observed. We may therefore use the convolution integral to 

write 
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RY (t,u) =  E 
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h(τ1)X(t − τ1) dτ1 

 −∞ 
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h(τ2)X(t − τ2) dτ2 
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h(τ1) dτ1 

 
h(τ2)E [X(t − τ1)X(t − τ2)] dτ2 
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• When the input X(t) is a wide-stationary random process, 
 

- The autocorrelation function of X(t) is only a function of 
 the difference between the observation times t − τ1 
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