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which takes symbols from a finite alphabet i.e., 
 

S = {s0,s1,s2,··· ,sk−1} 
 

with probabilities 
 

P (S = sk ) = pk  where k = 0, 1, 2, · · · , k − 1 
 

and 
 ∑ 

 pk = 1 
 

k=0 
 

The following assumptions are made about the source 
 
1. Source generates symbols that are statistically independent. 
 2. Source is memoryless i.e., the choice of present symbol does 

 not depend on the previous choices. 

 
• Information: Information is defined as 
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I(sk) = logbase 
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• In digital commmunication, data is binary, the ‘base’ is always 

 2. 
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