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The channel is described by a set of transition probabilities 
 

P (Y = yk |X = xj ) = p(yk |xj ), ∀j, k 
 

such that 
 

∑ 
 p(yk |xj ) = 1, ∀j. 

 
k=0 
 

The joint probability is now given by 
 

p(xj , yk ) 
 

=  P(X = xj,Y = yk) 
 
=  P(Y = yk|X = xj)P(X = xj) 
 
=  p(yk|xj)p(xj) 
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• Binary Symmetric Channel 

 
- A discrete memoryless channel with J = K = 2. 

 
- The Channel has two input symbols(x0 = 0, x1 = 1) and 

 two output symbols(y0 = 0, y1 = 1). 

 - The channel is symmetric because the probability of 

 receiving a 1 if a 0 is sent is same as the probability of 

receiving a 0 if a 1 is sent. 

 - The conditional probability of error is denoted by p. A 

 binary symmetric channel is shown in Figure. 2 and its 

 transition probability matrix is given by 
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