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If Lmin is the minimum possible value of 

efficiency of the source is given by η. 
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For an efficient code η approaches unity. 

 
The question: What is smallest average codelength that is possible? 

 The Answer: Shannon’s source coding theorem 

 
Given a discrete memoryless source of entropy H(s), the average 

 codeword length 

bounded by 
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L for any distortionless source encoding scheme is 
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Since, H(s) is the fundamental limit on the average number of 

bits/symbol, we can say 
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Data Compaction: 
 
1. Removal of redundant information prior to transmission. 
 
2. Lossless data compaction - no information is lost. 
 
3. A source code which represents the output of a discrete 

 memoryless source should be uniquely decodable. 
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