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Since, we know 
 

C = I(X; Y|p(x0)=p(x1)=12 

 

p(y0|x1) = p(y1|x0) = p 
 

p(y0|x0) = p(y1|x1) = 1 − p 
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Using the probability values in Eq. 3 and Eq. 4 in evaluating 

Eq. 2, we get 

 

C = 1 + plog2 p + (1 − p)log2(1 − p) 
 =⇒ 1 − H(p) 
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• Channel Coding Theorem: 
 Goal: Design of channel coding to increase resistance of a 

digital communication system to channel noise. 

 

The channel coding theorem is defined as 
 
1. Let a discrete memoryless source 
 - with an alphabet S 

 - with an entropy H(S) 
 - produce symbols once every Ts seconds 
 

2. Let a discrete memoryless channel 
 - have capacity C 

 - be used once every Tc seconds. 
 

3. Then if, 
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